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Let’s remind, that kernel density estimator of an unknown density of the 
sample R∈nxx ,,1 K  is 
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The threshold 10 is selected from the contest rules (from the rules of evaluation). 
In more general case, with weights nww ,,1 K : 
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If )](max[)( ** xfxff == , then *x  is the mode, and *f  is the value of estimated 
probability density function f  in the mode. In case of several modes we’ll choose 
the median (middle point) of the modes. 
 
 We make the following assumptions for the date and dollar spend prediction 
for the customer: 
1. The prediction depends only on statistics of the customer. 
2. The customer will visit the store next week (i.e. it is necessary to select one of 
the following 7 days). 
 

 Let's delete from statistics of the customer weeks when he didn't visit the 
store; the probability of visit on the t -th day we’ll estimate as 
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1)( =sδ ⇔  the customer had visit on the s -th day (else 0)( =sδ ), 
1)(1 =sδ ⇔  the customer had visit on the s -th day and it was the first visit that 

week, 
we suppose that week begins from Friday (as Friday is the first day for prediction). 

Here, ∑
=

=
52

1

248230
r

r , 875.0  is a parameter for tuning, 875.01125.0 −= , 52  is the 

maximal number of weeks in statistics. 
 

If we know probabilities of visit on the first day – 1p , 
on the second day – 2p , 



… 
on the 7-th day – 7p , 

then the probability that the first visit will be on the first day is 11
~ pp = , 

on the second day – 212 )1(~ ppp −= , 
… 

on the 7-th day – 7
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 It is natural for the date prediction to select 
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but we will multiply probabilities by «stability of the t -th type of the days». The 
stability of the t -th type is *fmt = , where )(xf  estimated from dollar spends on 
days of that type (on Fridays or on Saturdays or etc.) )(1 ,, tnvv K  with weights 

)(,,1 tnK  ( 1v  is the first purchase, )(tnv  – the last purchase). 
 

Day (for prediction) is selected by means of maximization of values  
7
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where 15.0=ε  is a parameter for tuning. 
 

Now we predict dollar spend. We will write out the spends on days of that 
type (arranging from the recent spend to the first spend), no more than 40 (it is 
parameter for tuning): 
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min1 =n (number of purchases on days of that type, 40). 
Let's add the last purchases, no more than 6 + 14.0 n⋅  (parameters for tuning): 
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From this sample we estimate probability density function )(xf  using weights 
1,2,,1, K−mm . The mode *x  will be our prediction after «reducing to 

interval»: 
))10}round(max{,min( ** −= xxx , 
))10}round(min{,max( ** += xxx , 

where }max{x  is the maximal spend (among all spends of the customer), }min{x  
is the minimal spend. 


